[image: image1.png]180 CONCORDANCING, COLLOCATIONS AND DICTIONARIES

3.2.9 Collocations involving more than two words: the cost criterion

In order to extract collocations from corpora, Kita et al. (1994) used their ‘cost
criterion’, which depends on both the absolute frequency of collocations and
their length in words. Absolute frequency alone is not an effective measure for
comparing overlapping phrases such as in spife and in spite of, because the
frequency of the shorter sequence will always be more than or equal to that
of the longer sequence. However, the word of occurs so often immediately after
in spite, that we must conclude that in spite of is the full collocation rather than
in spite. This observation may be expressed using the concept of ‘reduced cost’.
In our example, a is the subsequence in spite, b is the sequence in spite of,
fla) is the frequency of in spite in the corpus, fib) is the frequency of in spite of
and |a| is the length in words of in spite (2). The reduced cost for a, denoted
K(a), is given by the formula

K(a)=(Ja] - 1) x (fta) - fib))

Thus, since in spite is almost always followed by of, f(a) and f{b) will be almost
the same and the value of K(a) will be low. However, if we make in spite of equal
to a,and in spite of everything equal to b, the frequency of b will be less than that
of a, since in spite of can be followed by a number of fairly likely possibilities,
such as that, this or everything. In this case, K(a) will be greater than it was for in
spite, suggesting that in spite of is more likely to be the full collocation.

Kita et al. used both mutual information and the cost criterion to extract
collocations from the App (ATR Dialogue Database, consisting of parallel keyboard
and telephone conversations in Japanese and English). The subsection of the
corpus they used concerned travel information. The cost criterion was found
to be the more suitable measure for language learning purposes, picking out every-
day phrases such as is that so, thank you very much and I would like to, while mutual
information tended to pick out specific terms such as Fifth Avenue or slide projector.

Jelinek (1990) suggests a generalisation of the mutual information formula
which allows one to find the associative strength of collocations involving
more than two words. First of all the mutual information is found for pairs of
words, and those pairs with above-threshold mutual information are retained.
At the next round of this iterative procedure, these pairs are treated as single
words, and the mutual information between these pairs treated as single words
and other single words is found. The resulting pairs with above-threshold
mutual information from this iteration are then regarded as single items for the
next iteration. This procedure continues, producing ever-longer word
sequences, until one iteration takes place in which no sequence-word pairs are
found with above-threshold mutual information.

3.2.10 Factor analysis to show co-occurrence patterns among collocations
A knowledge of collocations can show how many different senses a word has,
since each different sense of a word will have its own set of collocates. Biber




